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BAB III
METODE PENELITIAN

3.1  Populasi dan Sampel
Populasi yang digunakan dalam penelitian ini adalah seluruh Kabupaten dan Kota di Sumatera Barat. Penentuan sampel ditetapkan dengan teknik total sampling atau sensus yakni seluruh populasi dijadikan sampel. Jumlah daerah Kabupaten dan Kota di Sumatera Barat adalah 19 Kabupaten dan Kota, berarti sampel yang digunakan juga sebanyak 19 sensus.
Tabel 3.1
Daftar Nama Kabupaten/Kota di Sumatera Barat
	No
	Nama Kabupaten dan Kota

	1
	Kota Padang

	2
	Kota Padang Panjang

	3
	Kota Bukittinggi

	4
	Kota Payakumbuh

	5
	Kota Sawahlunto

	6
	Kota Solok

	7
	Kota Pariaman

	8
	Kabupaten Pasaman Barat

	9
	Kabupaten Dharmasraya

	10
	Kabupaten Tanah Datar

	11
	Kabupaten Lima Puluh Kota

	12
	Kabupaten Agam

	13
	Kabupaten Kepulauan Mentawai

	14
	Kabupaten Padang Pariaman

	15
	Kabupaten Pasaman

	16
	Kabupaten Pesisir Selatan

	17
	Kabupaten Sijunjung

	18
	Kabupaten Solok

	19
	Kabupaten Solok Selatan


   Sumber : Badan Pusat Statistik Sumbar


3.2  Jenis Data dan Sumber Data
3.2.1 Jenis Data
a. Dilihat dari cara memperolehnya, data ini digolongkan pada data sekunder. Data sekunder yaitu data yang diambil secara tidak langsung dari sumbernya, atau data yang diperoleh dari pihak lain dalam bentuk berupa laporan keuangan. Data ini berupa laporan realisasi APBD Kabupaten dan Kota di Ssumatera Barat dari tahun 2010-2014.
b. Dilihat dari segi sifatnya, data yang digunakan merupakan data kuantitatif yaitu data berupa angka-angka.
c. Berdasarkan waktu pengumpulannya maka dalam penelitian ini data digolongkan pada time series dan cross section (pooling data).
3.2.2 Sumber data
	Data yang digunakan adalah Laporan Realisasi APBD dari tahun 2010-2014, yang bersumber dari Badan Pusat Statistik (BPS) dan Dinas Pengelolaan Keuangan Daerah (DPKD) Propinsi Sumbar.

3.3 Defenisi Operasional Variabel 
	Variabel-variabel yang digunakan dalam penelitian ini adalah sebagai berikut:
3.3.1 Variabel Dependen
Variabel dependen (variabel terikat) adalah variabel yang menjadi perhatian utama dalam sebuah pengamatan. Variabel dependen dalam penelitian ini adalah Belanja Daerah. Seiring dengan berkembangnya kebudayaan , tugas pemerintah makin lama semakin bertambah, maka sejalan dengan itu pengeluaran pemerintah juga harus ditendensi meningkat. Belanja daerah merupakan pengeluaran yang dilakukan oleh pemerintah daerah untuk melaksanakan wewenang dan tanggungjawabnya  kepada masayarakat dan pemerintah diatasnya (pemerintah provinsi dan pemerintah pusat).
3.3.2 Variabel Independen
	Variabel independen adalah (variabel bebas) adalah variabel yang dapat mempengaruhi perubahan dalam variabel dependen dan mempunyai pengaruh positif atau negatif bagi variabel dependen nantinya. Variabel independen dalam penelitian ini adalah :
a. Pendapatan Asli Daerah (PAD)
PAD adalah penerimaan daerah dari berbagai usaha pemerintah daerah untuk mengumpulkan dana guna keperluan daerah yang bersangkutan dalam membiayai kegiatan rutin maupun pembangunannya. 
b. Dana Perimbangan
Dana perimbangan adalah dana yang bersumber dari pendapatan APBN yang dialokasikan kepada daerah untuk mendanai kebutuhan daerah dalam rangka pelaksanaan desentralisasi. Berdasarkan pada Peraturan Pemerintah Nomor 55 Tahun 2005, dana perimbangan tersebut dibentuk untuk mendukung pendanaan program otonomi. Dana perimbangan meliputi dana alokasi umum (DAU), dana alokasi khusus (DAK), dan dana bagi hasil (DBH).

3.4  Teknik Pengumpulan Data
	Pengumpulan data dalam suatu penelitian dimaksudkan untuk memperoleh bahan-bahan yang relevan, akurat, dan realistis. Metode pengumpulan data yang digunakan pada penelitian ini adalah studi pustaka sebagai metode pengumpulan data. Periode data yang akan digunakan dalam penelitian ini adalah tahun 2010-2014. Sebagai pendukung, digunakan buku referensi, jurnal-jurnal , surat kabar, serta dari browsing website internet yang terkait dengan analisis belanja daerah.

3.5 Metode Analisis
Sesuai tujuan penelitian yang akan dicapai, maka penelitian ini menggunakan analisis panel data. Analisis panel data adalah suatu metode mengenai gabungan dari data antar waktu (timeseries)  dengan data antar individu (cross section). Untuk menggambarkan data panel secara singkat, misalkan pada data cross section, nilai dari satu variabel atau lebih disimpulkan dengan menggunakan beberapa unit sampel pada suatu waktu. Dalam data panel, unit  cross section  yang sama di survey dalam beberapa waktu (Tasri, 2007).
Uji Asumsi Klasik
Sebelum dilakukan pengujian dengan analisis regresi terlebih dahulu dilakukan uji kevalidan data dengan berbagai uji asumsi klasik agar dapat dilakukan suatu kesimpulan yang benar. Adapun uji asumsi klasik yang dapat digunakan dalam penelitian ini adalah:

3.5.1. Uji Normalitas
Uji normalitas digunakan untuk menguji apakah data pada variabel berdistribusi normal atau tidak. Uji normalitas dapat dilakukan dengan metode kolmogrov smirnov, dengan melihat nilai signifikan pada 0,05. Jika nilai signifikan yang dihasilkan > 0,05 maka berdistribusi normal (Ghozali, 2011).
3.5.2. Uji Multikolinearitas 
	Multikolinearitas bertujuan untuk menguji apakah model regresi ditemukan adanya korelasi antar variabel bebas. Jika tidak terjadi korelasi dari variabel bebas maka tidak terdapat masalah pada multikolinearitas. Untuk mendeteksinya adanya multikolinearitas dapat dilihat melalui variance inflation factor (VIF) < 10 dan tolerance > 0,10 (Ghozali, 2011).
3.5.3. Uji Autokolerasi
Uji ini diperlukan apabila data yang digunakan adalah data time series. Pengujian ini bertujuan untuk mengetahui ada tidaknya korelasi antara variabel dan standar error dalam model regresi linear. Pengujian ini menggunakan metode Durbin-Watson (D-W stat) dalam Ghozali (2011).
	Kriteria pengujian Durbin Watson adalah sebagai berikut:
1. Angka D-W stat di bawah -2 berarti ada autokorelasi positif.
2. Angka D-W stat di antara -2 sampai +2 berarti tidak ada autokorelasi.
3. Angka D-W stat di atas +2 berarti ada autokorelasi negatif.


3.5.4.   Uji Heteroskedastisitas
Uji ini bertujuan untuk menguji apakah dalam model regresi terjadi ketidaksamaan variance dari residual satu pengamatan ke pengamatan lain. Jika variance dari residual satu pengamatan ke pengamatan lain tetap, maka disebut homoskesdasitas atau tidak terjadi heteroskesdasitas. Untuk mendeteksi adanya heterokedastisitas dapat menggunakan uji gletser. Dalam uji ini, apabila hasilnya sig > 0,05 maka tidak terdapat gejala heterokedastisitas, model yang baik adalah tidak terjadi heterokedastisitas (Ghozali, 2011).

3.6 Teknik Pengujian Hipotesis
3.6.1 Teknis Analisis Regresi Berganda
Analisis data menggunakan regresi berganda (multiple regression) untuk menguji pengaruh variabel-variabel independen terhadap variabel dependen. Menurut Ghozali (2011) untuk menguji analis regresi berganda digunakan persamaan sebagai berikut :
		Y    =   +  β1X1+  β2X2 +  ....................................................
Keterangan  :
Y     		=   Belanja daerah
 			=   Koefisien Konstanta
β1,  β2			=   Koefisien Regresi
X1			=   Pendapatan Asli Daerah
X2      			=   Dana perimbangan
ε      			=   Error atau variabel gangguan
3.6.2 Uji Koefisien Determinasi (Uji R2)
[bookmark: _GoBack]Koefisien determinasi R2 pada intinya mengukur seberapa jauh kemampuan model dalam menerangkan variasi variabel dependen. Persentase pengaruh semua variabel independen terhadap nilai variabel dependen ditunjukan oleh besarnya koefisien determinasi (Ghozali, 2011).
Nilai R2 yang kecil berarti kemampuan variabel-variabel independen dalam menjelaskan variasi variabel dependen amat terbatas. Nilai yang mendekati satu berarti variabel-variabel independen memberikan hampir semua informasi yang dibutuhkan untuk memprediksi variasi variabel dependen. 
3.6.3 Uji F Statistik
	Uji F pada dasarnya menunjukkan apakah semua variabel independen yang dimasukkan dalam model mempunyai pengaruh secara bersama-sama terhadap variabel dependen. Selain itu, uji F dapat digunakan untuk melihat model regresi yang digunakan sudah fixed atau belum, dengan ketentuan bahwa jika nilai signifikansi < (α) = 0,05 berarti model tersebut fixed dan bisa digunakan untuk menguji hipotesis (Ghozali, 2011).
3.6.4 Uji t Statistik 
	Uji t pada dasarnya digunakan untuk mengetahui apakah variabel independen berpengaruh secara signifikan terhadap variabel dependen. (Ghozali, 2011). Dengan 0,05 asumsi signifikansi  dapat diukur dengan kriteria pengujian sebagai berikut :
Ho diterima dan Ha ditolak jika signifikansi > dari 0,05
Ho ditolak dan Ha diterima jika signifikansi < dari 0,05
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